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Abstract—Chinese character font recognition (CCFR) has
received increasing attention as the intelligent applications based
on optical character recognition becomes popular. However,
traditional CCFR systems do not handle noisy data effectively.
By analyzing in detail the basic strokes of Chinese characters,
we propose that font recognition on a single Chinese character is
a sequence classification problem, which can be effectively solved
by recurrent neural networks. For robust CCFR, we integrate
a principal component convolution layer with the 2-D long
short-term memory (2DLSTM) and develop principal component
2DLSTM (PC-2DLSTM) algorithm. PC-2DLSTM considers two
aspects: 1) the principal component layer convolution operation
helps remove the noise and get a rational and complete font
information and 2) simultaneously, 2DLSTM deals with the
long-range contextual processing along scan directions that can
contribute to capture the contrast between character trajec-
tory and background. Experiments using the frequently used
CCFR dataset suggest the effectiveness of PC-2DLSTM
compared with other state-of-the-art font recognition
methods.

Index Terms—Font recognition, long short-term memory,
neurodynamic models, optical character recognition, recurrent
neural networks (RNNs).
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I. INTRODUCTION

CHINESE character font recognition (CCFR) has been
extensively studied in the field of optical character recog-

nition [15], [34], [55]. One aim of CCFR is to acquire the font
information from a given text image for high-performance doc-
ument recovery, in which the typeface needs to be known. In
general, font recognition can be regarded as a special form
of the image classification problem, i.e., visual descriptors are
extracted from the typeface in the training set and classification
is performed on these features.

Similar to other visual object recognition tasks [1],
[4], [7], [10], [24], [25], [28], [37], [40], [53], fea-
ture descriptors [6], [14], [39], [43], [45], [46], [51], [58] are
important for font recognition, in particular wavelet features.
Using a group of Gabor filters, Zhu et al. [57] proposed
a method to recognize a text block combined of a few
Chinese characters. Ding et al. [11] extracted wavelet fea-
ture descriptors from multiresolution Chinese character images
to improve font recognition performance. Recently, a more
general solution was proposed which concatenated different
features as a vector. Tao et al. [44] combined different local
binary patterns (LBPs) into multiview features to improve
font recognition accuracy in text blocks. Moussa et al. [32]
proposed a new texture descriptor based on fractal geome-
try to recognize Arabic fonts, while Zramdini and Ingold [59]
presented an automatic Arabic font recognition system that uti-
lized the scale invariant feature transform algorithm [30], [31].
All these methods have one characteristic in common, namely
that the performance of the typeface feature descriptors mainly
dictated the accuracy of font recognition.

Classifier selection is another important step in font recog-
nition [1]–[3], [16], [23], [35], [41], [49], [52], [56]. For
instance, Zhu et al. [57] utilized simple a Euclidean dis-
tance classifier to identify Chinese font information. Modified
quadratic discriminant functions (MQDF) [26] are also widely
used in Chinese character recognition. Ding et al. [11] com-
bined linear discriminant analysis [13], [47] and MQDF to
improve the accuracy of CCFR. In addition, Slimane et al. [38]
used Gaussian mixture models to build an Arabic font recog-
nition system.

Although font recognition has been extensively studied,
existing methods do not adequately deal with noisy data.
As noise increases, the texture pattern is disrupted, and,
as a result, real intelligent applications have seldom pro-
vided a font recognition function. Here, by analyzing the
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Chinese character writing process, we identify correlations
between continuous points on the written stroke, and we pro-
pose that font recognition using single Chinese characters
is a sequence classification problem, which is important for
resolving noisy data.

Recently, a large number of neurodynamic
models [5], [8], [36], [42], [48] have been presented for
solving the sequence classification problem. Recurrent neural
networks (RNNs) [12], [20], [35], [50], [53], which allow
cyclical connections, belong to a class of very important
dynamical systems and can be applied to the sequence clas-
sification problem. RNNs were originally designed for 1-D
data; however, the majority of real-world problems are mul-
tidimensional. In order to apply RNNs to multidimensional
problems, multidimensional RNNs (MDRNNs) have been
developed, which permits the use of RNNs architecture in
image analysis, video processing, and medical data analytics.
Graves et al. [17] presented multidimensional long short-term
memory (MDLSTM), which is an improvement on standard
MDRNNs that deals with long-range contextual processing
along several axes.

In this paper, we present principal component 2-D long
short-term memory (PC-2DLSTM) to address the com-
promised accuracy of CCFR caused by random noise.
PC-2DLSTM includes two key steps: 1) as a preprocess-
ing layer, a principal component layer (PCL) is presented to
obtain complete font information and 2) 2-D long short-term
memory (2DLSTM) [18] is used to solve the sequence classifi-
cation problem. The main contribution of this paper includes:
1) we propose a RNNs approach PC-2DLSTM which inte-
grates a PCL with the 2DLSTM and 2) to demonstrate the
effectiveness of method, we provide extensive experimenta-
tions on the frequently used CCFR (FUCCFR) dataset to verify
that the effectiveness of the newly developed PC-2DLSTM
even on noise data.

The remainder of this paper is organized as follows. The
proposed PC-2DLSTM is detailed in Section II, experimental
results on the FUCCFR dataset are presented in Section III,
and we conclude this paper in Section IV.

II. PRINCIPAL COMPONENT 2-D LONG

SHORT-TERM MEMORY

Detailed analysis of the writing of Chinese characters
reveals that Chinese characters consist of basic strokes. These
strokes are continuous, single shapes. The five basic strokes
of seven Chinese typefaces are shown in Table I, from which
we can conclude the following. First, continuous points on
the stroke are closely related, and second, the shape of closer
points are more closely correlated than farther points. Existing
font recognition systems have improved recognition accuracy
by exploiting the entire image’s texture features and do not
exploit correlations between continuous points on the stroke.
By suitably arranging the input ordering of the points, recog-
nition of the texture features can be converted into a sequence
classification problem, i.e., each input sequence is assigned
to a single class label. It is therefore necessary to intro-
duce the 2DLSTM [18], [19] technique to appropriately model

the correlation between continuous points. 2DLSTM borrows
from long short-term memory [21], which can handle long-
range contexts. 2DLSTM is a special case of MDLSTM, which
is built by adding memory blocks to the recurrent part of
MDRNNs [17].

In addition, although the pixels forming a Chinese charac-
ter can be directly used for classification, it is preferable to
use a preprocessing layer for feature representation in a font
recognition system. The features produced by the prepro-
cessing layer should be complete, rational, and simple, so
that the feature contains all the discriminative information
needed for classification and preprocessing (and subsequent
font recognition) is fast. Here, principal component analy-
sis (PCA) [22] is used to construct the preprocessing layer
and improve the traditional MDRNNs for font recognition
on single Chinese characters. As noted above, the proposed
PC-2DLSTM contains two main components: 1) a PCL and
2) a 2DLSTM.

A. Principal Component Layer

In the principal component layer (PCL), PCA [22], [27] is
introduced to construct the preprocessing layer and to improve
the accuracy of font recognition. PCA has two main advan-
tages: 1) PCA is a global unsupervised algorithm that does not
require sophisticated parameter selection and 2) by maximiz-
ing the trace of the total scatter, PCA can easily reconstruct
Gaussian-distributed data.

With respect to font recognition on single Chinese charac-
ters, a training set {Pi}N

i=1 = [P1, P2, . . . , PN] consists of N
single Chinese character images, and each character sample
Pi is m-pixel spaced in both horizontal and vertical directions.
An n × n square patch can be created by using an arbitrary
pixel and its neighbors in each character sample and scan-
ning the patch into a long vector. After all the overlapping
m×m patches are collected, we can obtain m×m×N vectors
X = [x1, x2, . . . , xmmN] ∈ Rnn×mmN . Afterwards, using PCA,
we can represent X and learn the projection matrix U ∈ Rnn×d

that minimizes the reconstruction error, that is

arg min
∥
∥(X − η) − UUT(X − η)

∥
∥

2

s.t. UTU = Id (1)

where μ = (1/mmN)
∑mmN

i=1 xi is the mean of all vectors. Id is
a d×d identity matrix. We further define the correlation matrix

∑

X

= E(X − η)(X − η)T . (2)

We can obtain the solution of (1) by means of the general-
ized eigenvector problem

∑

X

uj = λjuj. (3)

The decreasing order of d eigenvalues are listed as follows:

λ1 > λ2 > · · · > λj · · · > λd−1 > λd (4)

and the corresponding d eigenvectors are

U = [

u1, u2, . . . , uj . . . , ud−1, ud
]

. (5)
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TABLE I
BASIC STROKE OF CHINESE CHARACTER

Fig. 1. Scanning directions of 2DLSTM.

The principal component network filters the m × m input
Chinese character with d kernels of size n × n, which are
built by eigenvectors

kj = f
(

uj
)

(6)

where f (uj) is a function that converts vector uj to matrix kj.
Thus, the PCL convolution is defined as

P
′
i = Pi ∗ kji = 1, 2, . . . , N (7)

where ∗ is the 2-D discrete convolution operator.
In the PCL convolution procedure, we set the distance

between the receptive field centers as one pixel. In addi-
tion, performance is improved when the size of the input
field is larger than the recognized object. Therefore, we can
enlarge the character sample images by padding the boundary
of the input with zero prior to PCL convolution, after which
the d feature maps capture the main information of all the
patches.

B. 2-D Long Short-Term Memory

Graves and Schmidhuber [18] demonstrated that MDLSTM
handles data with long-range interdependencies extremely
well. Here, we briefly describe 2DLSTM.

Considering a 2-D font image, 2DLSTM has four scanning
models, as shown in Fig. 1, and we can achieve a sequence
pattern from each scanning model. In particular, the 2DLSTM
forward pass starts at the original point (0, 0), follows the
arrow directions, and scans through the input {xp} in 1-D
sequence. Let ap

h and bp
h be the input and activation of the

LSTM unit at point p = (i, j) in a 2-D input sequence {xp},
respectively. We define

p−
i = (i − 1, j) (8)

and

p−
j = (i, j − 1) (9)
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Fig. 2. Networks architecture of PC-2DLSTM.

Algorithm 1 PC-2DLSTM
Step 1: The input layer is made up of 52 × 52 sensory

nodes. It receive the Chinese character images.
Step 2: The first hidden layer, i.e., PCL, conducts principal

component convolution. It consists of six feature
maps of size 48 × 48. The size of the receptive
field is 5 × 5.

Step 3: The PCL map is partitioned into pixel blocks of
size 3 × 3. Each block is scanned into a vector
as a single input of the second hidden layer, i.e.,
2DLSTM, which scans the pixel blocks in four
directions;

Step 4: The second hidden layer map is partitioned into
pixel blocks of size 4 × 4. The blocks are input
into the third hidden layer, i.e., the feed-forward
layer, which consists of six feature maps of size
4 × 4.

Step 5: The fourth hidden layer, i.e., 2DLSTM, scans the
map of the third hidden layer in four directions.

Step 6: The map of fourth hidden layer is partitioned into
pixel blocks of size 4×4. The blocks are input for
the fifth hidden layer, i.e., the feed-forward layer,
which consists of 16 dimensional feature.

Step 7: The output of the last map is fed into an N-way
softmax, where N is the number of font categories.

wlh is the weight of the feed-forward connection from input
unit l to hidden unit h. wi

h′h and wj
h′h are the weights of the

recurrent connections from hidden unit h′ to unit h along each
scanning direction. wlh, wi

h′h, and wj
h′h are marked in Fig. 1.

The forward equations for 2DLSTM with L input units and
H hidden summation units are as follows:

ap
h =

L
∑

l=1

xp
l wlh +

H
∑

h
′=1
i>0

b
p−

i
h′ wi

h′ h +
H

∑

h
′=1
j>0

b
p−

j

h′ wj

h′ h (10)

and

bp
h = θh(a

p
h) (11)

where θh is the activation function of hidden unit h.
Due to space constraints, the other parts of 2DLSTM (the

input gate, forget gate, output gate, and the memory cell) are
not detailed here but are easy to implement [17], [18].

C. Architecture of Networks

In this section, we describe the PC-2DLSTM architecture.
In most computer vision problems, the hierarchical design
choices, i.e., the outputs of one layer used as the inputs to
the next layer, are suitable for feature extraction.

Due to the decrease in feature resolution, complex global
feature representations can be achieved. In addition, the widely
used “inverted pyramid” structure is adopted in PC-2DLSTM,
in which bigger layers are arranged at the top and smaller
layers at the bottom. Fig. 2 shows the network architecture
of PC-2DLSTM, which comprises an input layer, a PCL,
two 2DLSTM and feed-forward layers, and an output layer.
Based on the above discussions, PC-2DLSTM is summarized
in Algorithm 1.

III. EXPERIMENTAL RESULTS

Since there are no standardized, publicly-available sin-
gle CCFR datasets, we collected Chinese character samples
to create a dataset, which we name the FUCCFR dataset.
Comparative experiments were conducted using different algo-
rithms on the dataset to evaluate the proposed PC-2DLSTM
font recognition system.

We measured system performance by calculating the aver-
age accuracy for each Chinese font category. In addition,
we further analyzed a confusion matrix to illustrate where
the method failed. The details of experimental setup are
presented below.
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Fig. 3. Typical samples of seven Chinese typefaces combined with four font styles at noise levels: SNR = 22.

Fig. 4. Typical samples of seven Chinese typefaces combined with four font styles at noise levels: SNR = 14.

A. Dataset

Although there are some data in this area [11], [57], to the
best of our knowledge, there are no publicly-available datasets
for CCFR. We therefore collected Chinese character samples
to create the FUCCFR dataset as follows. First, utilizing the
seven most popular Chinese typefaces (Song, Fang, Yahei, Kai,
Lishu, Xingkai, and Youyuan) combined with four font styles
(normal, bold, italic, and bold-italic), we generated Chinese
character samples using a computer. The size of the origi-
nal Chinese character was 48 × 48. Each font set consists of
3755 different simplified Chinese characters in GB-2312-80
standard. Second, we converted the samples to JPG images.
Third, for further comparison on noisy data, we introduce
different noise levels to the sample images and the standard
test method according to [11]. In particular, white Gaussian
noise was added to further simulate real-word applications.
The signal-to-noise ratio (SNR) was defined as

SNR = 10 log

∑
I2
m,n

∑(

Im,n − Im,n
)2

(12)

where Im,n is the input of the original image and Im,n is the
input of the noisy image. We set SNR = 22, 17, 14, 12, and 10.
Typical examples are shown in Figs. 3–5. It can be observed

that with the increase of the noise level, the contrast decreases
between character trajectory and background.

In our experiments, we randomly selected ptr = 2000 per
font category for training and pv = 1000 per font category
for validation; the remaining samples (pts = 755 per font
category) were used as test data. The process was repeated
ten times, and the average accuracy and standard deviation
are reported.

B. Baseline Methods

We compared PC-2DLSTM to Ding et al.’s [11] method,
Zhu et al.’s [57] method, and MDLSTM [18], using their
original parameter settings [11], [18], [57]. In addition, we
also compared our method with the histograms-of-oriented-
gradients (HOG) [9] and LBP [33] methods, which are widely
used for image classification.

HOG describes the exact appearance and shape informa-
tion of the target. The basic procedure and parameter settings
of HOG were as follows: the character image was divided
into 6 × 6 cells. In a sliding fashion, 2 × 2 cells were
integrated into a block, and each image therefore consisted
of 7 × 7 overlapping blocks. The nine-bin HOG descriptor
was extracted from each block to obtain a 36-dimensional
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Fig. 5. Typical samples of seven Chinese typefaces combined with four font styles at noise levels: SNR = 10.

Fig. 6. PCL kernels and the corresponding convolution results of the Chinese characters , , , and .

representation. All the features were concatenated to a single
vector, a 1764-dimensional representation. We further con-
ducted PCA to obtain a 512-dimensional representation to
suppress the Gaussian noise. MQDF [26], which is the most
promising Chinese character recognition classifier, was used
at the classification stage.

LBP can describe the exact texture distribution informa-
tion of the target. The basic procedure and parameter settings
of LBP were as follows: the image was partitioned into
a regular 6 × 6 grid. From the grid, the LBP descriptor
was extracted from overlapping blocks of size 12 × 12.
Thus, a 59-dimensional LBP representation was obtained.
All the features were concatenated to a single vector,

a 2891-dimensional representation. We further conducted
PCA to obtain a 512-dimensional representation to suppress
the Gaussian noise. For classification, the MQDF classifier
was again used.

C. PC-2DLSTM Parameters

For PC-2DLSTM, we further enlarged the character sam-
ples to 52 × 52 by padding the boundary of the input with
zero. For the basic procedure and parameter settings, refer to
Section II-C. Since the number of kernels has a real impact on
PCL performance, the following experiments were designed.
The number of kernels was varied from 1 to 8, and the first
row of Fig. 6 shows the eight PCL kernels learned on the
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TABLE II
ACCURACY OF RECOGNITION OF PC-TDLSTM ON TEST SET WITHOUT NOISE FOR VARYING NUMBER OF KERNELS

Fig. 7. PC-2DLSTM font recognition error rate during training at a noise level of SNR = 22.

TABLE III
ACCURACY OF RECOGNITION UNDER DIFFERENT NOISE LEVELS

FUCCFR dataset; the remaining rows show the corresponding
convolution results of the Chinese characters “ ,” “ ,” “ ,”
and “ .” Table II shows the accuracy of PC-LSTM recognition
on the test set without noise for varying numbers of ker-
nels. It is unsurprising that the performance ceased to improve
with more than four kernels, because invalid or even harm-
ful features are introduced into the recognition system with
increased numbers of feature maps; we therefore selected the
top four kernels learned on the training sets. During training,
PC-2DLSTM was trained using online gradient descent [17]
with a learning rate of 10−4 and a momentum of 0.9. The
validation error was assessed after each round of training, and
the termination criterion for training was judged by the new
lowest value for the validation error in 20 iterations.

D. Experimental Results and Analysis

PC-2DLSTM has an important parameter, i.e., the number
of kernels d. Thus, we first studied the effects of the parameter
on the recognition accuracy in this section. Table II shows the

recognition accuracy of PC-2DLSTM on the test set without
noise for varying number of kernels. We observe that the best
font recognition rates are obtained when d = 4.

The comparison of PC-2DLSTM with Ding et al.’s [11]
method, Zhu et al.’s [57] method, MDLSTM [18], HOG [9],
and LBP [33] on the FUCCFR datasets is shown in Table III. It
can be seen that PC-2DLSTM outperforms the other methods
in terms of recognition accuracy. Even with a noise level of
SNR = 10, our method is still effective. PC-2DLSTM is capa-
ble to handle the noisy data, because: 1) the PCL convolution
operation helps to remove the noise and get a rational and com-
plete font information and 2) simultaneously, 2DLSTM deals
with the long-range contextual processing along scan direc-
tions that can contribute to capture the contrast between char-
acter trajectory and background. Fig. 7 shows PC-2DLSTM
font recognition error rate during training at a noise level of
SNR = 22. Note that although the training error rates decrease
constantly, the validation error rate and test error rate do not
drop after 70 epochs.



This article has been accepted for inclusion in a future issue of this journal. Content is final as presented, with the exception of pagination.

8 IEEE TRANSACTIONS ON CYBERNETICS

TABLE IV
PC-TDLSTM CLASSIFICATION CONFUSION MATRIX FOR ONE TEST SPLIT UNDER SNR = 10

Table IV depicts the classification confusion matrix for
one test split at noise level SNR = 10. It can be seen that
“Yahei_Normal” is confused with “Youyuan_Bold” because
they are very similar.

The main observations from the experiments can be sum-
marized as follows.

1) PC-2DLSTM and MDLSTM represent promising solu-
tions to the CCFR problem because they model the
correlation of continuous points on the written stroke.
This advantage is even effective at a noise level of
SNR = 10. In addition, PC-2DLSTM outperforms
MDLSTM because the PCL convolution operation cap-
tures the important information for font recognition.

2) Ding et al.’s [11] method performs moderately well,
because the method designs typeface features that take
noise into account. In addition, Ding et al.’s [11] system
utilized the promising MQDF Chinese character recogni-
tion classifier [29] to handle Gaussian-like distributions
of features.

3) HOG and LBP work well without noise, but these
features perform poorly with noise.

4) Zhu et al.’s [57] method performs poorly, because
the method was designed to recognize the font using
Chinese text blocks and is not suitable for font recogni-
tion using a single character.

IV. CONCLUSION

CCFR is critically important for a number of Chinese
character-based intelligent applications. Considering the

complexity of many practical applications, a suitable algorithm
that improves the recognition accuracy in noisy situations is
required. Over recent years, many algorithms have been pro-
posed that, to some extent, address this difficulty, but these
algorithms fail to handle noisy data adequately.

By studying the Chinese character writing process, we
observe that the continuous points on the written stroke are
closely related and the shape of closer points is more correlated
than farther points. Based on this, we present PC-2DLSTM,
which converts the problem of recognition of an image’s
texture features to a sequence classification problem. In addi-
tion, by utilizing PCA, we present a PCL to improve the
performance of the network. Seamless integration of PCL
and 2DLSTM improves font recognition on single Chinese
characters in our experiments.
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